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Sentiment analysis is a review analysis process used to determine whether an
opinion is neutral, negative, or positive. Sentiment analysis can be done
using lexicon-based or machine learning-based approaches. Lexicon can
perform sentiment analysis without training data because it is dictionary-
based but performs worse than machine learning. Machine learning can
perform well in completing sentiment analysis but requires training data so
that the model does not experience underfitting. In the case of sentiment
analysis on big data, manual labeling of training data is an inefficient job.
Support vector machine (SVM) has the opportunity to be used together with
the active learning (AL) method to make small training data but still have
good performance. This research proposed a hybrid lexicon and AL-SVM
method to complete sentiment analysis on big data tourism. This research
used polarity from the valence aware dictionary and sentiment reasoner
(VADER) lexicon as a reference for the query by user process from the AL-

SVM to automate the sentiment analysis process on big data. The
experimental results showed that using the hybrid lexicon and AL-SVM
increased the sentiment analysis performance compared to the VADER
lexicon, SVM, and lexicon SVM, which run separately.
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1. INTRODUCTION

As information technology develops, the tourism industry evolves into an e-tourism industry.
E-tourism digitalizes the tourism sector, both in hospitality, travel, and other subsectors. E-tourism is an
approach to building business relationships in selling the tourism sector via the internet. With e-tourism,
tourism managers can promote travel, services, and tourism products more efficiently than conventional
methods.

This phenomenon’s impact is the fast growth of tourist track record data on the internet, one of
which is review data [1]. Visitors tend first to analyze reviews about the hotel, restaurant, or tourist attraction
they want to visit to get a travel experience that suits their preferences and minimizes the risk of failure.
Review data is growing very rapidly and has become a source of big data tourism that has the potential to
provide valuable insight for tourism actors if it can be managed well.

Sentiment analysis is a form of data analytics in data review. Sentiment analysis aims to
automatically identify whether an opinion is neutral, negative, or positive. Sentiment analysis was built using
two approaches: lexicon-based and machine learning-based methods, as shown in Figure 1.
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Figure 1. Two approaches to conducting sentiment analysis [2]

Valence aware dictionary and sentiment reasoner (VADER), is a lexicon-based sentiment analysis
tool developed by Hutto and Gilbert to overcome problems related to analyzing language, symbols, and text
styles on social media. Depending on their semantic orientation, phrases are generally categorized as either
positive or negative in this rule-based sentiment analyzer. Among several lexicon-based sentiment analysis
methods, the VADER lexicon shows the best performance [3], [4]. It is because the VADER lexicon is
designed to be context-aware, assigning valence scores to individual words, allowing for a more granular
analysis of sentiment, effective in handling negations and sentiment boosters, which are crucial for
understanding the true sentiment of a text and recognizing emoticons and assigns sentiment scores to them.

Lexicons can correlate sentiment scores with specific words and expressions. Due to its lack of
sensitivity to the quantity and quality of the training dataset and the minimal effort required in human-labeled
documents, lexicon-based methods are also very competitive. Its main advantages are the simplicity of use
and interpretability of lexicon-based sentiment analysis. Since the lexicon is directly accessible, anyone can
easily examine, comprehend, expand, and modify it. Since it is simple to identify the words that affect the
final score and update each word score as needed, lexicon-based sentiment analysis is easier to interpret than
machine learning-based sentiment analysis [5]. On the other hand, machine learning methods are more
complex to interpret but promise higher accuracy, i.e., fewer false classifications [6]. In sentiment analysis
based on machine learning, the scoring algorithm is kept in an inaccessible black box to the user, making it
impractical to make a rapid algorithmic adjustment.

One of the difficulties in training machine learning-based sentiment analysis models is the
requirement for a large amount of training data. A large portion of the total samples for each sentiment
class—positive, neutral, and negative—must be prepared to train a model from scratch. Building datasets of
such size takes a significant amount of time. However, machine learning-based approaches perform much
better than the lexicon method in solving sentiment analysis problems [3], [4], [7], [8]. One reason for this is
that machine learning models capture the contextual nuances of language. They learn to understand the
relationships between words, their order, and the overall context, allowing them to discern sentiment in a
more nuanced way than lexicon-based methods. Machine learning models also can adapt to different domains
and datasets. They learn from the specific features and patterns presented in the training data, making them
more versatile across diverse types of text. Lexicon-based methods, on the other hand, might struggle when
faced with domain-specific or evolving language. Machine learning models can be fine-tuned and updated
with new data, allowing them to improve their performance over time continuously. Lexicon-based methods,
in contrast, may require manual adjustments to accommaodate changes in language or sentiment expressions.

Several studies have been carried out to overcome the weaknesses and the excess of lexicon-based
and machine learning-based sentiment analysis by combining the use of both in sentiment analysis work.
Research by Bhalerao [9] examined the joint use of the lexicon SentiWordNet and WordNet methods and
several other machine learning methods, such as support vector machine (SVM), Naive Bayes, and logistic
regression. The results showed that the SVM method with term frequency-inverse document frequency
(TF-IDF) feature extraction provided the best results. In addition, SVM is a machine learning method that
provides the best performance compared to other machine learning methods when combined with the lexicon
method, as reported by [10]-[13]. Several advantages of SVM compared to other machine learning methods
are that SVM works well in high-dimensional spaces, making them suitable for sentiment analysis where the
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feature space can be complex and extensive. SVM tends to be less prone to overfitting, which is crucial when
working with sentiment analysis datasets that may have a limited number of examples for certain sentiment
classes. SVM prioritizes balancing fitting the training data well and generalizing it to new, unseen data. SVM
also performs global optimization during the training process and is suitable for small datasets.

Research on the lexicon and machine learning hybrid methods was also carried out by [14]-[21] for
different variations of the lexicon and machine learning methods. All of these studies reported that using the
hybrid method provided better performance for sentiment analysis than using each method independently.
While machine learning models benefit from large labeled datasets during training, lexicon-based features
could reduce the dependency on extensive labeled data. It was beneficial in scenarios where obtaining labeled
data is challenging or expensive. Lexicon-based approaches excel at capturing specific sentiment words and
their polarity. By integrating lexicon-based features into a machine learning model, the model could benefit
from these explicit sentiment indicators while leveraging its ability to understand contextual nuances, making
the analysis more comprehensive. Combining lexicon-based features with machine learning models often
improved accuracy and robustness. Lexicon features provide a strong foundation, and machine learning
models refine predictions based on the overall context, contributing to a more reliable sentiment analysis
system. Sentiment analysis tasks often involve ambiguous language, sarcasm, or subtle nuances that may be
challenging for either lexicon-based methods or machine learning models alone. The hybrid approach
leverages the rule-based nature of lexicons for explicit sentiment signals and the learning ability of machine-
learning models for understanding complex linguistic structures.

Lexicon-based methods might perform well in a specific domain but struggle when applied to a
different domain. Machine learning models can adapt to different domains, especially when trained on
diverse datasets. Integrating lexicon features into the machine learning model allows for better domain
adaptation, combining the specificity of lexicons with the adaptability of machine learning. In specific
applications or industries, a hybrid approach may outperform individual methods. For example, in financial
sentiment analysis, where specific terms and phrases have pronounced sentiment implications, combining
lexicon-based features and machine learning models can offer superior performance.

This research by Khan and Lee [22] improved this hybrid model by using a hybrid of semi-
supervised learning and lexicon, named the lineament extraction and stripe statistical analysis (LeSSA)
method. The methods used in semi-supervised learning were active learning (AL), self-training, co-training,
and their combination for sentiment classification. LeSSA consists of three layers: feature engineering, multi-
model sentiment learning, and sentiment classification. It used this lexicon method, such as AFFIN, GI, OL,
SentiWordNet, semantic orientation calculator (SO-CAL), subjectivity lexicons, WordNet-Affect, NRC
Hashtag sentiment lexicon, SenticNet5, and SentiSense. For the semi-supervised learning method, it used
self-training and co-training methods. The results showed that LeSSA outperforms the semi-supervised
approach and the stand-alone lexicon.

As explained previously regarding the advantages of the SVM method, this research [23]-[25] used
SVM to perform sentiment analysis. Sentiment analysis using SVM was a binary classification approach that
would classify reviews as positive or negative. In general, SVM models were built using several training data
and tested on several test data. For some cases, such as big data, preparing training data with a proportional
ratio of the overall data to be classified using a SVM was impossible. Manual labeling was a time-consuming
and error-prone task. For this reason, several studies have developed AL on SVM to overcome this problem.
With the idea that AL is carried out on some data closest to the hyperplane, it is possible to obtain better
classification results than without AL. The main goal of AL is to reduce labeling effort without reducing
classification accuracy by determining which samples require manual labeling with intelligence, called query
samples. Numerous experiment results indicated that the proposed AL approach significantly improved
classification accuracy while demanding less labeling work. However, this AL method still has weaknesses
because it still involves manual labeling by humans on sample queries.

Based on previous research studies regarding methods combining lexicon and machine-learning
usages in text processing and the weaknesses of the AL method, we propose the hybrid lexicon and AL-SVM
(LeALSVM) method. This research filled the research gap regarding the absence of research that used those
methods to improve sentiment analysis performance. The method proposed in this research was a novel
method that previous researchers had never used. This research proposed using the VADER lexicon labeling
to answer query samples generated by AL-SVM. It aimed to automate the sentiment analysis process on big
data. In addition, this research also tested LeALSVM performance on big data in a limited scope.

2. METHOD

VADER lexicon is a lexicon-based sentiment analysis method developed by Hutto and Gilbert to
overcome problems related to sentiment analysis, symbols, and text styles on social media. VADER could
detect the polarity of sentences, whether the sentences had positive, negative, or neutral polarity. VADER
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could detect abbreviations, symbols, or slang often found on social media, such as the abbreviation laugh out
loud (LOL) and emoticon symbols: for example, those emoticons representing a smile could be detected as
having a positive polarity [26].

In VADER, sentences were classified based on the positive, negative, and neutral polarity value
range. The value range was that a sentence was said to have positive polarity if the compound value was
greater than or equal to 0.05, a sentence was said to have negative polarity if the compound value was less
than or equal to -0.05, and a sentence was said to have neutral polarity if the compound value was from -0.05
to 0.05. The intended compound value was calculated by adding the equivalent value to each word in the
lexicon and adjusting or normalizing according to the rules to -1 (most negative) and +1 (most positive) [26].

SVM is a supervised learning method that is quite popular for classifying high-dimensional data,
such as text data [27], [28]. SVM has advantages because its computation is lighter than deep learning but
has an excellent classification ability. The SVM method is relatively easy to implement because determining
the support vector can be formulated in a quadratic programming (QP) problem [29]. As for data that wants
to be processed using the SVM method must first be transformed into vector space.

In the case of linear classification, SVM separated the data into two parts by building a hyperplane
from the support vector. Classified data was based on vector position in hyperplane space. There were many
possible hyperplanes for classifying data. One of the normal choices for the best hyperplane was the one that
represented the separation with the largest margin between the two classes. Thus, a hyperplane was chosen to
maximize the distance to and from the nearest data points on each side. If such a hyperplane exists, it is
known as a maximum margin hyperplane, and the linear classifier it defines is known as a maximum margin
classifier. The SVM’s maximum margin and margin hyperplanes were trained with samples from two
classes. The samples at the margin were called support vectors.

Suppose some data was randomly selected and classified manually by an expert. In that case, that
dataset could be used to reproduce labels for all the data held through a supervised learning algorithm, such
as SVM. Since the work was done manually, labeling is expected to be carried out on a relatively small
number of documents.

It motivated researchers to develop an approach where instead of randomly selecting documents,
researchers could guide the selection of such documents in such a way. Therefore, it was only required to
label a minimum number of documents to get a certain classification accuracy level. AL aimed to address this
specific problem. The classification model was retrained using the labeled samples obtained through the
manual labeling of the sample with the highest classification uncertainty at each iteration in the AL scenario
to achieve an adequate classification of the unlabeled data.

AL-SVM is a pool-based AL method that allows the model to use a small amount of training data
but obtains good classification accuracy results. This method divided unlabeled data into several groups and
executed sequentially. In each execution, the selected unlabeled data was labeled by an expert and added to
the training dataset while discarding the unlabeled data. The process continued until all data groups have
been executed. The selection of unlabeled data was determined based on the distance of the data from the
separating hyperplane found by SVM during the training process. There were several AL-SVM methods,
including both binary classification and multiclass classification. In research Tong and Koller [30], the AL-
SVM method consisted of a simple margin method, which was developed again using the maxmin margin
method and the maxratio margin method, as shown in Figures 2(a) to (c).

@) (b) (©)

Figure 2. AL-SVM method variation; (a) simple margin will choose to query data a, (b) maxmin will choose
data b, and (c) maxratio will choose data e [30]

This research set up three experimental scenarios to understand LeALSVM performance. This
research’s first experiment aimed to compare the AL-SVM model and a model without using the AL method.
It was called passive learning SVM (PLSVM). The first data source was labeled English-language hotel
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reviews for several hotels in Europe. Data taken from Booking.com [31]. This dataset contained 515,000

customer reviews and ratings for 1,493 European luxury hotels. The labels on this review data were given

directly by the user, considering that when filling in a review, the user would be asked to fill in a positive and

negative review separately. After cleaning the data, this research had 19,000 positive and 19,000 negative

reviews selected from the dataset to support this AL experiment. This research only used part of the data to

limit computing time. This research used 1,000 positive and 1,000 negative review data. For the AL-SVM

testing experiments, this research used Monte Carlo simulation. The following are the Monte Carlo

simulation stages for AL-SVM learning, as shown in Figure 3, namely:

a. Divided the data randomly into training data and testing data. This experiment divided 1,500 records for
training data and 500 for testing data.

b. For training data, conducted SVM training (building a classification model), then selected the ten data

points closest to the hyperplane.

For the closest data, delete it from the training data, then add it to the data pool.

Performed SVM training for the data pool.

Tested the testing data at point 1 for the model from the data pool.

f. Repeated steps b to e 20 times so the research had 20 models and 20 error rates.

The experiment was repeated ten times to obtain a more stable error rate value by taking the average error

rate of the experimental results.
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Figure 3. Monte Carlo simulation for AL-SVM
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As a comparison, this research conducted PLSVM learning with the following simulation stages.
Just like the AL experiment, the experiment was repeated ten times to obtain a more stable error rate value by
taking the average error rate of the experimental results. The following are the PLSVM Monte Carlo
simulation steps.
a. Divided the data randomly into training data and testing data. This experiment divided 1,500 records for
training data and 500 for testing data.
Selected 10 data points randomly.
For this data, delete it from the training data, then add it to the new training data.
Performed SVM training for the data pool.
Tested the testing data at point 1 for the model from the new train data.
Repeated steps b to e 20 times so the research had 20 models and 20 error rates.

Thus far, this research has described how the AL-SVM method works. This research proposed how
to develop the AL-SVM method into the LeALSM method. The following illustration in Figure 4 shows the
LeALSVM primary process and where AL-SVM was in this new method. AL-SVM would select the closest
vector data from the hyperplane as query samples and manually ask the user for the label. Thus, to overcome
this case, this research proposed to use the VADER lexicon method to provide labels to query samples so that

D00 T
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labeling query samples runs automatically. The labeling results would compile training data used to classify

big data.
| l Vader Lexicon | : ’
ALSVM Query Samples ‘ Labeling Data Train

Figure 4. LeALSVM primary process

In the second experiment, this research still used the labeled dataset [31]. This experiment aimed to
compare the model performance of LeALSVM, SVM, and VADER lexicon. This research used 2% of the
data as training data, and the iteration in LeALSVM stopped when the data pool reached 20% of the total
data.

The experimental flow to measure the performance of LeALSVM for the data in this second
experiment is shown in Figure 5. It was to use 2% big data as training data in a data pool where this data was
labeled for polarity using VADER lexicon. This experiment selected records for the data pool, which
consisted of reviews that had a rating score of 1 for extreme negative data and a rating of 5 for extreme
positive data, in the hope that the data pool does not provide biased values. The research carried out the
LeALSVM process on the remaining 98% of the big data that had been labeled with the VADER lexicon,
which was named train data.

Initialize Pool Data

by 2% of Vader Initialize Train
z : Data by 98%
Lexicon Labeled —— Train Data - :
; X Vader Lexicon
Data with Ratings 1 Labeled Data
and 5
—— Pool Data / ’ ALSVM +—> Query Data /
2 ———
Delete Query
Data from Train
Data
Query Data
Labeling by
Vader Lexicon
Add Query
Data to Pool
Data
Sh\//'mjecllzsosr;ﬁ;aotzn Classify the Rest
Data —> of Train Data by

LeALSVM Model

l

Measuring the
LeALSVM | Performance of the LeALSVM
Performance | LeALSVM Model with Labeled Data

User Labeled Data S ——

(LeALSVM Model)

Figure 5. LeALSVM process by user labeled data from dataset [31]

AL-SVM modeling was carried out by searching for the data closest to the hyperplane as the
selected query data. In AL-SVM theory, this data query would be labeled manually by the user, but in
LeALSVM, the labeling was done by VADER lexicon to automate the query labeling process. Furthermore,
this research added query data that had been labeled with the VADER lexicon to the data pool and removed it
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from the train data. The process repeated until the data pool size reached 20% of the total data train size. For
this experiment, this research measured the performance of LeALSVM by comparing the predicted labels
with the review labels on the data given by the user.

The third experiment used unlabeled big data from Bali’s tourist attraction reviews on TripAdvisor.
The data consisted of 46,796 records for 159 tourist attractions in Bali. The experiment measured LeALSVM
model performance based on the model’s accuracy concerning ground truth polarity (gt-polarity). Gt-polarity
was built from user ratings in reviews. With the consideration that ratings could be used to represent
customer satisfaction. Ratings 3, 4, and 5 would be given positive polarity, while ratings 1 and 2 would be
given negative polarity. In addition, this research measured the VADER lexicon model performance against
gt-polarity and the lexicon SVM model against gt-polarity separately.

The LeALSVM flow in this experiment was the same as the LeALSVM flow in the second
experiment, with slight differences in testing model performance, as depicted in Figure 6. This experiment
used the SVM model formed from the pool data to classify the remaining data in the train data and measured
its performance against gt-polarity (polarity, which was built from ratings). This research compared
LeALSVM performance against the VADER lexicon performance, lexicon-SVM with 2% of big data as
training data, and lexicon-SVM with 20% of big data as training data. Lexicon-SVM was an SVM model
where the training data was labeled using the VADER lexicon method.

| Initialize Pool Data — ;
by 2% of Vader 'B';'z'ie ;;",,'/“
Lexicon Labeled ——— > Train Data Y %

Data with Ratings 1 Vader Lexicon
and 5 l
- PoolDﬂ ’ ALSVM — Query Data /

Delete Query
Data from Train
Data

Labeled Data

|
\

Query Data
Labeling by
Vader Lexicon

Exceed
Pool Size

Add Query
Data to Pool
Data .
SVM Classification "
. Model from Pool _J Cla55|fy LR
"~ Dam | LeALSVM Moce
(LeALSVM Model) i il
Measuring the l
Gt-Polarity | Performance of the LeALSVM
Labeled Data LeALSVM Model with Labeled Data
. Gt-Polarity -
LeALSVM
Performance

Figure 6. LeALSVM process from TripAdvisor unlabeled data

Lexicon-SVM in this experiment was a model where VADER lexicon sentiment analysis prepared
the training data for the SVM model, as shown in Figure 7. The data was split into train data and test data.
Then, the SVM model was built from the train data and used to polarize the test data. Model performance
was measured by comparing the predicted label with the gt-polarity label. Considering that there was a gray
area where a rating of 3 in a review could mean both positive and negative polarity, this research analyzed a

Enhance sentiment analysis in big data tourism using hybrid lexicon and ... (Ni Wayan Sumartini Saraswati)



3670 O3 ISSN: 2302-9285

sample of 50 records with a rating of 3 where the polarity of the LeALSVM differed from the polarity of the
VADER lexicon and compared them with manual labeling. The test flow is shown in Figure 8.

Split the Data into
Training Data and Test
Data Labeled by Vader

Lexwon

Gt-Polarity
Train Data Data Test Labeled Data

Measuring
Build SVM CIassnfy Test Lexicon SVM Performance Lexicon SVM
Model Data Labeled Data Lexicon SVM | Performance
PE—— e Model L

Figure 7. Lexicon SVM model flowchart

Randomly Select 50
Vader Lexicon & Data Where LeALSVM MarLallvaban e AT Qe | Vader Lexicon &
LeALSVM Labeled Polarity is Different (——/ "' E‘)’( s 91 5 Accura% »  LeALSVM
Data from the Vader Lexicon YR y Performance

Polarity

Figure 8. Additional testing for LeALSVM with expert labeling

3. RESULTS AND DISCUSSION

The first experiment results using Monte Carlo simulation are shown in Table 1. The longer the
training process runs, the smaller the model’s error rate. It is clearly shown by the graph in Figure 9. The
performance of the AL-SVM model or PLSVM model improved as training progressed. The research could
obtain the information from the first model until the 20" model.

Table 1. Monte Carlo simulation experiment results for datasets [31]
SVM model PLSVM error rate  AL-SVM error rate SVM model PLSVM error rate  AL-SVM error rate

SVM model 1 0.4812 0.4776 SVM model 11 0.1846 0.1702
SVM model 2 0.4226 0.4008 SVM model 12 0.1772 0.1484
SVM model 3 0.365 0.3286 SVM model 13 0.1666 0.154
SVM model 4 0.308 0.2754 SVM model 14 0.152 0.1388
SVM model 5 0.2634 0.2652 SVM model 15 0.1534 0.1338
SVM model 6 0.2436 0.22 SVM model 16 0.149 0.1282
SVM model 7 0.2302 0.2104 SVM model 17 0.1496 0.13

SVM model 8 0.2018 0.2036 SVM model 18 0.145 0.122
SVM model 9 0.1932 0.1794 SVM model 19 0.1364 0.125
SVM model 10 0.1844 0.184 SVM model 20 0.1384 0.1122

In general, learning using AL-SVM provided better results than PLSVM learning, as can be seen in
the graph in Figure 9. The AL-SVM error rate was lower than PLSVM, showing fewer classification errors
occurred. Based on Table 1, it was found that in the 20" model, the error rate of AL-SVM was 11.22%
compared to 13.84% by PLSVM.

AL supported labeling sample data with the highest classification uncertainty represented by the
closest vector of the hyperplane. When data with the highest uncertainty, which was likely to cause the model
to misclassify, was formed, manual labeling for that data would generally be able to represent the
classification class space constructed from the hyperplane after manual labeling. In this case, the AL-SVM
model would be better than the PLSVM model, which chose document labeling randomly.
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Figure 9. Experimental results using Monte Carlo simulation

The second experiment aimed to measure LeALSVM performance compared to the VADER lexicon
and SVM methods, which run independently on user labeled data [31]. This research used a confusion matrix
to measure the classification model performance. A confusion matrix is a performance evaluation tool in
machine learning, representing the accuracy of a classification model. It displayed the number of true
positives, true negatives, false positives, and false negatives. From the confusion matrix, this research
measured the model’s accuracy, precision, recall, and F1 score.

The experimental results are shown in Table 2. The experiment was carried out on 2000 data
records, divided equally between positive and negative reviews. SVM and LeALSVM used 2% of the data as
randomly selected training data. The experimental results showed that the LeALSVM method provided the
best performance compared to the VADER lexicon or SVM methods, which run independently.
Measurements were carried out in accuracy, precision, recall, and F1 score units, whereas in the LeALSVM
model, the magnitudes of all measurement units were relatively balanced. Thus, it could be said that the
LeALSVM model could recognize both positive and negative reviews well.

Table 2. Performance results of VADER lexicon, SVM, and LeALSVM for datasets [31]
VADER lexicon performance  SVM performance  LeALSVM performance

Accuracy 0.679500 0.730000 0.823000
Precision 0.610462 0.738095 0.767828
Recall 0.992000 0.713000 0.926000
F1 score 0.755810 0.725331 0.839529

VADER used a combination of sentiment lexicon as a list of lexical features (e.g., words) generally
labeled according to their semantic orientation as positive or negative. Lexical words were adjectives that
described everything related to words, vocabulary, or even language more generally. Since it was built from
an adjective dictionary, it was very likely that the VADER lexicon would fail to classify documents that
lacked adjectives but had a negative sentimental meaning. For example, the sentence “There is a lot of
rubbish on the beach”. For this condition, machine-learning classifier models, such as SVM had advantages
because the TF-IDF feature calculated the weight of the occurrence of all words against the weight of that
word in the document class without limiting it to adjectives.

Table 3 shows the third experiment results, which compared the performance of VADER lexicon,
lexicon SVM, and LeALSVM against gt-polarity for unlabeled tourist attraction big data. Lexicon SVM was
an SVM experiment where training data labeling was done using VADER lexicon. The experimental results
showed that LeALSVM provided the best performance compared to the performance of VADER lexicon or
lexicon SVM for the same data, measured against gt-polarity. LeALSVM also showed a fairly good model
with a balance of accuracy, precision, recall, and F1 score in this experiment.

Since the LeALSVM model was run on unlabeled data and polarity performance was measured
from ratings, where a rating of 3 provided an ambiguity value. Thus, this research analyzed the LeALSVM
results for review data with different polarities between VADER lexicon and LeALSVM. Table 4 shows the
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LeALSVM performance compared to VADER lexicon in recognizing review polarity and measuring its
suitability to the polarity of the user manual labeling. Experimental results showed that LeALSVM was better
at recognizing review polarity than the VADER lexicon method. Based on the analysis results, LeALSVM
classifies much closer to the actual polarity represented by the expert’s manual labeling.

Table 3. Performance results of VADER lexicon, lexicon SVM, and LeALSVM for big data tourism

VADER lexicon Lexicon SVM performance Lexicon SVM performance LeALSVM

performance with 2% train data with 20% train data performance
Accuracy 0.887683 0.904407 0.911184 0.958136
Precision 0.933176 0.917179 0.934234 0.961123
Recall 0.943116 0.982877 0.969914 0.996339
F1 score 0.938120 0.948893 0.951740 0.978414

Table 4. VADER lexicon and LeALSVM performance against polarity by the expert

VADER lexicon performance

LeALSVM performance

Accuracy 0.200000 0.800000
Precision 0.363636 0.846154
Recall 0.108108 0.891892
F1 score 0.166667 0.868421

Thus far, LeALSVM has shown excellent performance in the sentiment analysis work domain.
When compared with research [25] which also worked on a sentiment analysis model using a hybrid method
of semi-supervised learning and lexicon, named the LeSSA method, the LeALSVM method provides better
accuracy of 95.8% compared to LeSSA which provides an accuracy of 85.1%. This research contributed a
new and effective method with good performance to solve sentiment analysis problems on unlabeled data
without having to manually label the training data. In this research, it was found that the LeALSVM method
improved the sentiment analysis performance compared to using the VADER lexicon, lexicon SVM, and
SVM methods, which run independently.

4. CONCLUSION

AL-SVM allowed classification using the SVM method to be carried out by labeling a small amount
of training data while still obtaining optimal results. Selecting query data closest to the hyperplane (AL-
SVM) improved the classifier model performance compared to selecting query data randomly (PLSVM).
Considering the capabilities of AL-SVM and to fully automate the classification processing of AL-SVM, the
labeling process on query data could be supported by the VADER lexicon method. This research named the
novel method as LeALSVM. The VADER lexicon method did not require training data for the sentiment
analysis process but still had quite good capabilities. Based on the experimental results, the LeALSVM
method was proven to improve the sentiment analysis model performance in big data tourism compared to
sentiment analysis carried out using the VADER lexicon, lexicon SVM, and SVM methods, which run
separately. Experimental results also showed that LeALSVM was better at recognizing review polarity than
the VADER lexicon method, which LeALSVM classifies much closer to the actual polarity represented by
the expert’s manual labeling.
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