S ETETETEEEY  SSN 2089-3191

023 1358 1.3

indexed

Vol. 10 No. 1, February 2021

BULLETIN OF

ELECTRICAL
ENGINEERING
AND INFORMATICS

http://beei.org

1339

1202 A1eniga4 ‘L "ON 0L °|OA

Ahmad Dahlan B Indonesia Section



8/4/23,9:48 PM People

L]
Y 2y,
e g elorg | 1SSN . 1SN 8 0 Q .
E‘ § . N0 SR 2022
0.299 | 0.639 Intelektual Pusta

Bw=  Bulletin of Electrical Engineering and Informatics

ME  ABOU LOGIN  REGISTER ARCH CURRENT  ARCHIVE ANNOUNCEMEN

Home > About the Journal > People Username
Password
People

D Remember me

International Peer-Reviewers:

Dr. Mallikharjuna Rao K, Dr Shyama Prasad Mukherjee International Institute of Information Technology, India

Dimensions
Google Scholar
Scholar Metrics
Scinapse
Scopus

Dr. Dahlan Abdullah, Universitas Malikussaleh, Indonesia

Dr. Mohammed Abdel-Megeed Mohammed Salem, German University in Cairo, Egypt

Prof. M. G. loannides, National Technical University, Greece

Prof. Dr. Tarek Bouktir, University of Larbi Ben M'Hidi, Algeria

Prof. Dr. Ahmad Saudi Samosir, Universitas Lampung, Indonesia Editorial Boards

Reviewers
Abstracting and
Indexing

Guide of Authors
Online Papers
Submission

Peer Review Process
Publication Fee
Publication Ethics
Visitor Statistics
DOI Deposit Report
Contact Us

Dr. Ebrahim Babaei, University of Tabriz, Iran, Islamic Republic of

Assoc. Prof. Dr. Muhammad Mohsin Nazir, Lahore College for Women University Pakistan, Pakistan

Dr. Muhammad Qomaruddin, Universitas Islam Sultan Agung, Indonesia
Dr. Nabil Sultan, University Campus Suffolk, United Kingdom

Dr. Abubakkar Siddik A, Karolinska Institutet, Sweden

Dr. Pouya Derakhshan-Barjoei, Islamic Azad University, Iran, Islamic Republic of

Helmy Mohammed Abdel-Mageed, Helwan University, Egypt

Muhammad Safian Adee, Pakistan

Dr. Ali Sharifara, University of Texas at Arlington, United States

Lecturer. Eng. Ph.D. Bogdan Tiganoaia, University POLITEHNICA of Bucharest, Romania

Bulletin of EEI Stats

Bulletin of Electrical Engineering and Informatics (BEEI)

ISSN: 2089-3191, e-ISSN: 2302-9285

This journal is published by the Institute of Advanced Engineering and Science (IAES) in collaboration with Intelektual
Pustaka Media Utama (IPMU).

Search

Search Scope
All v

Browse

« By lIssue
By Author
By Title

For Readers
For Authors
For Librarians

https://beei.org/index.php/EEl/about/displayMembership/36 171


https://app.dimensions.ai/discover/publication?or_facet_source_title=jour.1144063
https://scholar.google.com/citations?user=jx0OEdcAAAAJ&hl=en
https://scholar.google.com/citations?hl=en&view_op=list_hcore&venue=rxMMa_CDJVwJ.2019
https://scinapse.io/journals/2765016208
https://www.scopus.com/sourceid/21100826382
https://beei.org/index.php/EEI/about/editorialTeam
https://beei.org/index.php/EEI/about/displayMembership/36
https://beei.org/index.php/EEI/about/editorialPolicies#custom-0
https://iaescore.com/gfa/beei.docx
https://beei.org/index.php/EEI/pages/view/submit
https://beei.org/index.php/EEI/about/editorialPolicies#peerReviewProcess
https://beei.org/index.php/EEI/about/submissions#authorFees
https://beei.org/index.php/EEI/about/editorialPolicies#custom-1
http://statcounter.com/p10241695/?guest=1
http://data.crossref.org/depositorreport?pubid=J234586
https://beei.org/index.php/EEI/about/contact
https://www.youtube.com/watch?v=hQD9-HeNy1k
https://beei.org/index.php/EEI/issue/archive
https://beei.org/index.php/EEI/search/authors
https://beei.org/index.php/EEI/search/titles
https://beei.org/index.php/EEI/information/readers
https://beei.org/index.php/EEI/information/authors
https://beei.org/index.php/EEI/information/librarians
https://beei.org/index.php/EEI/index
https://beei.org/index.php/EEI/about
https://beei.org/index.php/EEI/login
https://beei.org/index.php/EEI/user/register
https://beei.org/index.php/EEI/search
https://beei.org/index.php/EEI/issue/current
https://beei.org/index.php/EEI/issue/archive
https://beei.org/index.php/EEI/announcement
https://beei.org/index.php/EEI/index
https://beei.org/index.php/EEI/about
https://beei.org/index.php/EEI/about/displayMembership/36
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/17460')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/22924')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21283')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/30061')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/1169')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/161')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/1068')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/46')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/28')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/50')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/850')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/32')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/1000')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/854')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/5214')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/10594')
https://www.statcounter.com/
http://statcounter.com/p10241695/?guest=1
https://iaes.or.id/
https://ipmuonline.com/

8/4/23,9:49 PM

https://beei.org/index.php/EEl/about/editorial Team

Editorial Team

e

3.0

Q3 o)

smaozz | swe 2020
0.299 | 0.639 Intelektual Pusta

~310ES

Bulletin of Electrical Engineering and Inf

HOME  ABOU LOGIN  REGISTER ARCH CURRENT  ARCHIVE ANNOUNCEMEN

Home > About the Journal > Editorial Team

Username
Password

D Remember me

Editorial Team

Editor-in-Chief:

Assoc. Prof. Dr. Tole Sutikno, Universitas Ahmad Dahlan, Indonesia

Dimensions
Google Scholar
Scholar Metrics
Scinapse
Scopus

co-Editors-in-Chief:

Dr. Arash Hassanpour Isfahani, University of Texas at Dallas, United States
Prof. Dr. llle C. Gebeshuber, Technische Universitat Wien, Austria
Assoc. Prof. Dr. Vicente Garcia Diaz, University of Oviedo, Spain

Associate Editors:

Editorial Boards

Prof. Dr. Ahmad Hoirul Basori, King Abdulaziz University, Saudi Arabia « Reviewers
Prof. Dr. Attia El-Fergany, Zagazig University, Egypt + Abstracting and
Prof. Dr. Eduard Babulak, National Science Foundation, United States Indexing
Prof. Dr. Jasvir Singh, Himachal Pradesh University, India . g“'{ie of Authors

. . . . . . « Online Papers
Prof. Dr. Juan Jose Martinez Castillo, Universidad de Malaga, Spain Submission
Prof. Dr. Xiaoguang Yue, European University Cyprus, Cyprus . Peer Review Process
Prof. Chuan-Ming Liu, National Taipei University of Technology, Taiwan, Province of China « Publication Fee
Prof. Dah-Jing Jwo, National Taiwan Ocean University, Taiwan, Province of China + Publication Ethics
Prof. Francesco Moscato, University of Salerno, Italy » Visitor Statistics
Prof. Gordana Jovanovic Dolecek, National Institute INAOE, Mexico : gg;gifass't Report
Prof. Hui Gao, Beijing University of Posts and Telecommunications, China
Prof. Jodo Criséstomo Weyl, Universidade Federal do Para, Brazil
Prof. Jun Cheng, Doshisha University, Japan
Prof. Kamran Arshad, Ajman University, United Arab Emirates
Prof. Kui Xu, Army Engineering University of PLA, China
Prof. Mahdi Imani, Northeastern University, United States
Prof. Massimo Vecchio, Fondazione Bruno Kessler, Italy
Prof. Mohammed El Badaoui, University of Lyon, France
Prof. Muhammad Zubair, Information Technology University (ITU) of the Punjab, Pakistan _
Prof. Nandana Rajatheva, University of Oulu, Finland
Prof. Nicola Pasquino, Universita degli Studi di Napoli Federico I, Italy
Prof. Stavros Ntalampiras, University of Milan, Italy

Prof. Tao Jiang, Harbin Engineering University, China

Prof. Tomonobu Senjyu, University of the Ryukyus, Japan

Prof. Wei Wei, Shandong University, China

Assoc. Prof. Dr. Denis B. Solovev, Far Eastern Federal University (FEFU) and Russian Customs Academy, Russian
Federation

Assoc. Prof. Dr. Hung-Peng Lee, Fortune Institure of Technology, Taiwan

Assoc. Prof. Dr. Mu-Song Chen, Da-Yeh University, Taiwan, Taiwan, Province of China

Assoc. Prof. Dr. Sohrab Mirsaeidi, Beijing Jiaotong University, China

Assoc. Prof. Dr. Yilun Shang, Northumbria University, United Kingdom

Assoc.Prof. Wg.Cdr. Dr Tossapon Boongoen, Aberystwyth University, United Kingdom

Asst. Prof. Dr. Amjad Gawanmeh, University of Dubai, United Arab Emirates

Asst. Prof. Dr. Dinh-Thuan Do, Industrial University of Ho Chi Minh City, Viet Nam

Dr. Anna Formica, Istituto di Analisi dei Sistemi ed Informatica "Antonio Ruberti" National Research Council, Italy
Dr. Arcangelo Castiglione, University of Salerno, Italy

Dr. B. Justus Rabi, Toc H Institute Of Science & Technology, India

Dr. Dahaman Ishak, Universiti Sains Malaysia, Malaysia

Dr. Enrico M. Vitucci, University of Bologna, Italy

Search

Search Scope
All v

Browse

Dr. Hamid Alinejad-Rokny, University of New South Wales (UNSW Sydney), Australia  Bylssue
Dr. Haoxiang Wang, Cornell University, United States . Sz 1"‘:iltllt(:or

Dr. Hazlee Azil lllias, Universiti Malaya, Malaysia

Dr. Jens Klare, Fraunhofer FHR, Germany

Dr. Juan Antonio Martinez, University of Murcia, Spain

Dr. Luca Di Nunzio, University of Rome “Tor Vergata”, Italy

Dr. Lutfu Saribulut, Adana Science and Technology University, Turkey

Dr. Ramén Duran, University of Valladolid, Spain

Dr. Ratheesh Kumar Meleppat, University of California Davis, United States

Dr. Saad Qaisar, National University of Sciences and Technology Pakistan and University of Jeddah, Pakistan
Dr. Safdar Hussain Bouk, Old Dominion University, United States

Dr. Sukumar Senthilkumar, Universiti Sains Malaysia, Malaysia

Dr. Sunil Jha, ICAR-Central Soil Salinity Research Institute, India

Dr. T Vijay Muni, K L Deemed to be University, India

Dr. Taghi Javdani Gandomani, Shahrekord University, Iran, Islamic Republic of

Dr. Thinagaran Perumal, University Putra Malaysia, Malaysia

Dr. Tomoaki Nagaoka, Japan National Institute of Information and Communications Technology, Japan
Dr. Winai Jaikla, King Mongkut’s Institute of Technology Ladkrabang, Thailand

Dr. Xiaojun Li, Gotion Inc., United States

Mr. Yun She, Technical Research Center in Caterpillar, United States

Ahmed Ah-yasari, University of Babylon, Irag

Nuryono Satya Widodo, Universitas Ahmad Dahlan, Indonesia

For Readers
For Authors
For Librarians

Editorial Board:

Prof. Ali Rostami, Tabriz University, Iran, Islamic Republic of

Prof. Andrea Sciarrone, University of Genoa, Italy

Prof. Deepti Mehrotra, AMITY School of Engineering and Technology, India
Prof. Emilio Jiménez Macias, University of La Rioja, Spain

Prof. Enrico Tronci, Sapienza University of Rome, Italy

Prof. Hans Dieter Schotten, University of Kaiserslautern, Germany

Prof. Marco Mugnaini, University of Siena, Italy

Prof. Marco Mussetta, Politecnico di Milano, Italy

1/3


https://app.dimensions.ai/discover/publication?or_facet_source_title=jour.1144063
https://scholar.google.com/citations?user=jx0OEdcAAAAJ&hl=en
https://scholar.google.com/citations?hl=en&view_op=list_hcore&venue=rxMMa_CDJVwJ.2019
https://scinapse.io/journals/2765016208
https://www.scopus.com/sourceid/21100826382
https://beei.org/index.php/EEI/about/editorialTeam
https://beei.org/index.php/EEI/about/displayMembership/36
https://beei.org/index.php/EEI/about/editorialPolicies#custom-0
https://iaescore.com/gfa/beei.docx
https://beei.org/index.php/EEI/pages/view/submit
https://beei.org/index.php/EEI/about/editorialPolicies#peerReviewProcess
https://beei.org/index.php/EEI/about/submissions#authorFees
https://beei.org/index.php/EEI/about/editorialPolicies#custom-1
http://statcounter.com/p10241695/?guest=1
http://data.crossref.org/depositorreport?pubid=J234586
https://beei.org/index.php/EEI/about/contact
https://www.youtube.com/watch?v=hQD9-HeNy1k
https://beei.org/index.php/EEI/issue/archive
https://beei.org/index.php/EEI/search/authors
https://beei.org/index.php/EEI/search/titles
https://beei.org/index.php/EEI/information/readers
https://beei.org/index.php/EEI/information/authors
https://beei.org/index.php/EEI/information/librarians
https://beei.org/index.php/EEI/index
https://beei.org/index.php/EEI/about
https://beei.org/index.php/EEI/login
https://beei.org/index.php/EEI/user/register
https://beei.org/index.php/EEI/search
https://beei.org/index.php/EEI/issue/current
https://beei.org/index.php/EEI/issue/archive
https://beei.org/index.php/EEI/announcement
https://beei.org/index.php/EEI/index
https://beei.org/index.php/EEI/about
https://beei.org/index.php/EEI/about/editorialTeam
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/55')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/864')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/39')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/40')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/27')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/17568')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/20111')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/29')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/43')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/33553')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21450')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/22039')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/11344')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21376')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21303')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21723')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21653')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21614')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21724')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21312')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21717')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21302')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21718')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21266')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21258')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21253')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21374')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21641')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21646')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/6417')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/38')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/41')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/23229')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/1092')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/12858')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/18019')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/7211')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/26503')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/10912')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/35')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/20481')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21719')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/218')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/2539')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21311')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21340')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21467')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/16004')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/1084')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21299')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/20143')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21264')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21618')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/36')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21373')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21247')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/6492')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21261')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21249')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/1370')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/19421')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/42')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/44')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/26')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21280')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21294')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21470')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21375')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21650')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21293')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21245')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/9798')

8/4/23,9:49 PM
Prof. Mohamed EI-Shimy Mahmoud Bekhet, Ain Shams University, Egypt

Editorial Team

Prof. Mohamed Hadi Habaebi, International Islamic University Malaysia (IIlUM), Malaysia

Prof. Mohamed S. Hassan, American University of Sharjah, United Arab Emirates
Prof. Pawel Rozga, Lodz University of Technology, Poland

Prof. Pedro S. Moura, University of Coimbra, Portugal

Prof. Priya Ranjan, SRM University, India

Prof. Saeed Olyaee, Shahid Rajaee Teacher Training University, Iran, Islamic Republic of

Prof. Sergio Takeo Kofuji, University of Sao Paulo, Brazil

Prof. Tapas Kumar Maiti, Dhirubhai Ambani Institute of Information and Communication Technology, Japan

Prof. Yu Song Meng, National Metrology Centre, A*STAR, Singapore
Dr. Afida Ayob, The National University of Malaysia, Malaysia

Dr. Ahmad Fairuz Omar, Universiti Sains Malaysia, Malaysia

Dr. Ai-ichiro Sasaki, Kindai University, Japan

Dr. Alessandro Carrega, National Inter-University Consortium of Telecommunications (CNIT), Italy

Dr. Andrews Samraj, Mahendra Engineering College, India

Dr. Ankan Bhattacharya, Hooghly Engineering & Technology College, India

Dr. Arun Sharma, Indira Gandhi Delhi Technical University for Women, India

Dr. Arvind R Singh, University of Pretoria, India

Dr. Asan Gani Abdul Muthalif, Qatar University, Qatar

Dr. Ashraf A. Tahat, Princess Sumaya University for Technology, Jordan

Dr. Asrulnizam Abd Manaf, Universiti Sains Malaysia, Malaysia

Dr. Azilah Saparon, Universiti Teknologi MARA, Malaysia

Dr. Baharuddin Ismail, Universiti Malaysia Perlis, Malaysia

Dr. Chockalingam Aravind Vaithilingam, Taylor's University, Malaysia

Dr. Christoph Hintermdiller, Johannes Kepler University Linzdisabled, Austria
Dr. Dhananjay Singh, Hankuk University of Foreign Studies, Korea, Republic of
Dr. Dheeraj Joshi, Delhi Technological University Delhi, India

Dr. Donato Impedovo, Universita degli Studi di Bari, Italy

Dr. Emmanouil G. Spanakis, University of Maryland, United States

Dr. Erwan Sulaiman, Universiti Tun Hussein Onn Malaysia, Malaysia

Dr. Farhan Ahmed Siddiqui, Dickinson College, United States

Dr. Fazirulhisyam Hashim, University Putra Malaysia, Malaysia

Dr. Gulivindala R. Suresh, Saveetha School of Engineering, India

Dr. Guillermo P. Falconi, Technische Universitat Miinchen, Germany

Dr. Hamzah Ahmad, University Malaysia Pahang, Malaysia

Dr. Haytham EImiligi, Thompson Rivers University, Canada

Dr. Hemant Kumar Rath, TCS Research and Innovation, Bhubaneswar, India, India
Dr. Huseyin Kemal Gakmak, Karlsruhe Institute of Technology (KIT), Germany
Dr. Jahariah Sampe, Institute of Microengineering and Nanoelectronics, Malaysia

Dr. Jing-Sin Liu, Institute of Information Science, Academia Sinica, Taiwan, Province of China

Dr. Jodo Paulo Barraca, Universidade de Aveiro, Portugal

Dr. Jose-Luis Sanchez-Romero, Universitat d'Alacant, Spain

Dr. Juan Antonio Martinez, University of Murcia, Spain

Dr. Kalaivani Chellappan, Universiti Kebangsaan Malaysia, Malaysia
Dr. Kandarpa Kumar Sarma, Gauhati University, India

Dr. Kang Song, Qingdao University, China

Dr. Khalil Hassan Sayidmarie, Ninevah University, Iraq

Dr. Lalit Garg, University of Malta, Malta

Dr. Leo Yi Chen, Newcastle University, United Kingdom

Dr. Liang-Bi Chen, National Penghu University of Science and Technology, Taiwan, Province of China

Dr. M. Udin Harun Al Rasyid, Politeknik Elektronika Negeri Surabaya (PENS), Indonesia

Dr. Mahmoud Hassaballah, South Valley University, Egypt
Dr. Maaruf Ali, Epoka University, Albania
Dr. Manar Mohaisen, Northeastern lllinois University, United States

Dr. Manoj Kumar Taleja, University School of Information, Communication and Technology, India

Dr. Marco Carratu, Universita degli Studi di Salerno, Italy

Dr. Md. Farhad Hossain, Bangladesh University of Engineering and Technology (BUET), Bangladesh
Dr. Md. Rajibul Islam, Bangladesh University of Business and Technology, Bangladesh

Dr. Mohamad M. Awad, National Council for Scientific Research, Lebanon

Dr. Mohammed Abdel-Megeed Mohammed Salem, German University in Cairo, Egypt

Dr. Mohammad Lutfi Othman, University Putra Malaysia, Malaysia
Dr. Mohd Anwar Zawawi, Universiti Malaysia Pahang, Malaysia
Dr. Mohd Hafizi Ahmad, Universiti Teknologi Malaysia, Malaysia
Dr. Mohd Khair Hassan, Universiti Putra Malaysia, Malaysia

Dr. Muhammad Haroon Yousaf, University of Engineering and Technology Taxila, Pakistan

Dr. Muhammad Irfan, Najran University Saudi Arabia, Saudi Arabia

Dr. Muzamir Isa, Universiti Malaysia Perlis, Malaysia

Dr. Mritha Ramalingam, Universiti Malaysia Pahang, Malaysia

Dr. Natarajan Prabaharan, SASTRA Deemed University, India

Dr. Narottam Das, Central Queensland University, Australia

Dr. Nasrul Humaimi Mahmood, Universiti Teknologi Malaysia, Malaysia
Dr. Nico Saputro, Universitas Katolik Parahyangan, Indonesia

Dr. Norashid Aziz, Universiti Sains Malaysia, Malaysia

Dr. Norizam Sulaiman, Universiti Malaysia Pahang, Malaysia

Dr. Olympia Nikolaeva Roeva, Institute of Biophysics and Biomedical Engineering, Bulgarian Academy of Science,

Bulgaria
Dr. Omar Alfandi, Zayed University, United Arab Emirates
Dr. Orhan Ekren, Ege University Solar Energy Institute, Turkey

Dr. Peyman Kabiri, Iran University of Science and Technology, Iran, Islamic Republic of
Dr. Pramod Kumar Singh, ABV-Indian Institute of Information Technology and Management, India

Dr. Pushpendra Singh, JK Lakshmipat University, India

Dr. Radek Fujdiak, Brno University of Technology, Czech Republic

Dr. Rahman Dashti, Persian Gulf University, Iran, Islamic Republic of

Dr. Riccardo Pecori, Mercatorum University, Italy

Dr. Rodrigo Nava, Luxembourg Institute of Science and Technology, Luxembourg
Dr. Sanjay Singh, Manipal Institute of Technology, India

Dr. Siti Anom Ahmad, Universiti Putra Malaysia (UPM), Malaysia

Dr. Shailesh Chaudhari, Samsung Semiconductor, Inc., United States

Dr. Shao Ying Zhu, Birmingham City University, United Kingdom

Dr. Shaode Yu, Communication University of China, United States

Dr. Shibiao Wan, University of Nebraska Medical Center, United States

Dr. Sobia Baig, COMSATS University Islamabad Lahore Campus, Pakistan

Dr. Soo Siang Yang, Universiti Malaysia Sabah, Malaysia

Dr. Subhasis Bhattacharjee, Adobe Systems India Private Limited, India

Dr. Sudhir Routray, CMR Institute of Technology, Bangalore, India

Dr. Syed Muslim Shah, Capital University of Science and Technology, Pakistan
Dr. Tanmoy Maitra, Kalinga Institute of Industrial Technology, India

Dr. Teerapat Sanguankotchakorn, Asian Institute of Technology, Thailand

Dr. Theofilos Chrysikos, University of Patras, Greece

Dr. Vicente Ferreira De Lucena, Federal University of Amazonas, Brazil

Dr. Vivek Kumar Sehgal, Jaypee University of Information Technology, India
Dr. Vladislav Skorpil, Brno University of Technology, Czech Republic

Dr. Xiaojun Li, Gotion Inc., United States

Dr. Xin Li, University of Florida, United States

Dr. Ying-Ren Chien, National I-Lan University, Taiwan, Province of China

Dr. Zeashan Hameed Khan, Bahria University, Pakistan

PhD. Juan L. Navarro-Mesa, Universidad de Las Palmas de Gran Canaria, Spain

https://beei.org/index.php/EEl/about/editorial Team

2/3


javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21385')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/5576')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21426')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21282')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21486')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21268')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21254')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21343')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21465')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21469')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/18504')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21255')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21291')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21674')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21285')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/25999')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21731')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21740')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21248')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21744')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21658')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21287')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21431')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21738')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21309')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/4859')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21433')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21371')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21743')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21647')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21739')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/4640')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21736')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21485')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21660')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21386')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21269')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21672')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21284')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21451')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/12960')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21699')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21467')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/3876')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21289')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21732')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21292')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21421')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21655')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21677')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21424')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21425')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21664')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21477')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21365')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21673')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21427')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21430')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21667')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21283')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/4639')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21746')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21661')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/19935')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/15121')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21428')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21429')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/17987')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21263')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21298')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21458')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21288')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21615')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21727')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21273')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21663')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21300')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21242')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21726')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21721')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21388')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21379')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21260')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21251')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21741')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/15267')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/24152')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21747')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21735')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21720')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21670')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21734')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21671')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21281')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/22044')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/12805')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21286')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21377')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/22038')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21295')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21742')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/19421')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21418')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21679')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/20537')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/18999')

8/4/23,9:49 PM Editorial Team

Mr. Cheng-Lian Liu, University of Pacific, United States
Mr. E Hari Krishna, Kakatiya University, India
Mr. Kamal Kant Sharma, Chandigarh University, India

Bulletin of EEI Stats

Bulletin of Electrical Engineering and Informatics (BEEI)

ISSN: 2089-3191, e-ISSN: 2302-9285

This journal is published by the Institute of Advanced Engineering and Science (IAES) in collaboration with Intelektual
Pustaka Media Utama (IPMU).

https://beei.org/index.php/EEl/about/editorial Team 3/3


javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21449')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21360')
javascript:openRTWindow('https://beei.org/index.php/EEI/about/editorialTeamBio/21725')
https://www.statcounter.com/
http://statcounter.com/p10241695/?guest=1
https://iaes.or.id/
https://ipmuonline.com/

Bulletin of Electrical Engineering and Informatics
Vol. 12, No. 4, August 2023, pp. 2292~2301

ISSN: 2302-9285, DOI: 10.11591/eei.v12i4.4850

a 2292

Effect on signal magnitude thresholding on detecting student
engagement through EEG in various screen size environment

I Putu Agus Eka Darma Udayana!, Made Sudarma?, | Ketut Gede Darma Putra®, | Made Sukarsa®
!Department of Engineering Science, Faculty of Engineering, Udayana University, Denpasar, Indonesia
2Department of Electrical Engineering, Faculty of Engineering, Udayana University, Denpasar, Indonesia
SDepartment of Information Technology, Faculty of Engineering, Udayana University, Denpasar, Indonesia

Article Info

ABSTRACT

Article history:

Received Sep 23, 2022
Revised Dec 16, 2022
Accepted Jan 6, 2023

Keywords:

Convolutional neural network
Elektroencefalogram
Normalization data

Screen size environment
Signal magnitude area
thresholding

In this study, a new method was developed to detect student involvement in
the online learning process. This method is based on convolutional neural
network (CNN) as a classifier with an emphasis on the preprocessing process
combined with a new feature in the form of signal magnitude area (SMA)
thresholding. In this study, the data used as training data is a public dataset
that emphasizes the decomposition of electroencephalography (EEG) signals
into individual signal processing. Twenty subjects were taken to be used as
test data, with each subject watching online learning lectures in the field of
computer science on three different devices, either with a flat screen, a curved
screen or a smartphone screen that is smaller than two standard computer
monitors. Based on the study's results, it is known that the change in screen
size is inversely proportional to the level of student attention, the smaller the
screen, the lower the student's attention. For classification results, the model
equipped with SMA thresholding outperformed the standard classifier by
8.33% with a test set of 20 people.
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1. INTRODUCTION

In the face of the COVID-19 pandemic, a series of government regulations were issued to mitigate
the impact of this virus in the daily lives of the Indonesian people. Minister of Education decree No. 4 of 2020
states directives that make online learning mandatory for schools and tertiary institutions in Indonesia [1]. This
considerable change in teaching and learning paradigm raises questions in academia. Although research
discussing the effectiveness of online learning has been implemented before [2], [3], but on a large scale like
this it hasn't been done much [4], not only in terms of education but also many preliminary studies conducted
in the health sector, especially in the field of eye health [5] and ergonomics [6], [7]. Given that online learning,
which is the primary way of teaching and learning during this pandemic, requires a very large screen time
compared to normal conditions, the diverse profiles of Indonesian students make the tools used in carrying out
this process an interesting variable to study. A similar study has been conducted, but the scope is in the work
environment and was carried out in Korea [8]. In several fatigue studies that are mostly done in the world of
transportation [9]-[14], on screen time in education has not become a research problem that many people do
[15]. However, in several previous studies have indeed been implemented on human-computer interaction, the
application of brain waves has not become a standard parameter to be used as an aspect of assessing the
conditions that occur, although in several studies the brain wave parameters show a more stable and objective
value and can be tested by accurate than other biological parameters [16]-[18]. Brain waves are a test parameter
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that is often used in defense-based research [19], [20], research in the branch of advertising science as well as
research in the branch of psychology [21]-[25]. This study utilizes what has been done previously by
researchers at Carnegie Mellon University which has provided a data set that measures the level of engagement
and student focus on an online learning activity [26]. However, in this study, no good data cleaning was carried
out, and no statistical tests were carried out on the data before transforming it into a process tensor in the
classifier. In this study, each research subject will be compared with all available data to make this research
more objective with the introduction of a thresholding system based on the signal magnitude area (SMA)
method so that the classifier obtained in the end will be more sensitive to local overfitting than the classifier,
which does not use a thresholding system which is strengthened by data from previous studies with almost
similar experiments [27]. In addition to measuring the effectiveness of using SMA, this study will also compare
the effectiveness of using different screen sizes in online learning. Research related to the effectiveness of
screen size in learning has been done [28]-[30]. However, in this case the researcher will use brain wave
parameters and self-assessment to determine the participant's level of focus when using the three different
screen sizes.

2. METHOD
2.1. Research design

In this study, the author focuses on the effect of screen size on the level of attention and understanding
of students in distance learning. In this research design, si classification uses a combination of SMA which has
been modified by combining it with the convolutional neural network (CNN) classifier with multiple input
variables. Figure 1 shows the location of the sensors that can be observed in brainwave data retrieval. The data
retrieval results using these sensors will be processed to obtain brainwave signals affecting student focus. In
general, this experiment is divided into 4 major phases, namely preprocessing data, converting data into
SMA-scale data, then converting the data into tensors for processing on the CNN network, and the last stage
is classification using a multivariable CNN classifier using deep learning methods. Preprocessing is the stage
where the data is cleaned of artifacts and noise using the z-score averaging method to be processed in the next
phase. Then the next step is to process the data into a signal magnitude scale by taking the median of each data
and comparing it with a data point. The next step is the data is prepared to be entered into a CNN-based artificial
neural network after the conversion is complete then the data is forwarded to a CNN-based classifier that has
been trained previously by public data that focuses on student engagement and focuses attention on the content
presented on a digital screen [26].

Front

Back

Figure 1. Point of brainwave location [31]

In the next process, the classifier will classify the participants into the not-engagement class and the
focused (engaged) class. In the final process, the model will be tested with a parameter matrix which includes
classical methods such as sensitivity accuracy, which will be combined with an output comparison where the
predictions of a system will be compared with the original specifications and later, the general system
performance will be evaluated according to the data in the matrix. Figure 2 shows the steps for classifying a
person’s attention level using this experiment.
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Figure 2 shows the steps in proving the method offered, the first step in this research is to collect brain
wave data. This data can be obtained from an electroencephalography (EEG) tool that can record the
participants' brain waves and then be normalized using z-score normalization. To remove the noise from the
brainwave data, a denoising process was carried out using the SMA method to obtain the allowable data value
for analysis. This research focuses on the preprocessing process, which needs to be addressed in previous
research and also uses public data tested by previous researchers [32], not using private data whose data validity
may be doubted. The normalized data is collected in a feature matrix, and the matrix is transformed into data
that matches the CNN features to be used. The data will later be tested using a modified model using public
data. This model recognizes two states, namely a state of comfort and a state of discomfort. The class will
predict one of the two outputs to be used as a reference in evaluating the performance model. Table 1 is an
example of the results of recording brain waves using EEG. From the results of these recordings, the system
can record several attributes of the brain waves in the form of attention level, raw data, delta, theta, alpha, beta,
and gamma signals.

Record EEG Data > Noiﬁ;;fion > séiﬁf;gﬁlugde p| Data T{:ﬁﬁfﬁ““’
Area (SMA)
L 4
el S il S R R
L 4
e o e ciAen

Figure 2. System overview

Table 1. Sample of brainwave data

No Att Raw Delta Theta Alpha Beta Gamma
1 77 612 1168234 76559 17671 31863 5930
2 61 650 1000755 284199 106613 137788 44498
3 61 555 1000755 284199 106613 137788 44498
4 69 359 1397841 83854 13089 39550 12335
5 69 42 1397841 83854 13089 39550 12335
6 70 -6 220810 42100 10811 6305 1055
7 81 33 882279 446036 200258 19463 12986
8 81 213 882279 446036 200258 19463 12986
9 88 222 538825 90035 248874 10521 5208
10 88 -43 538825 90035 248874 10521 5208
12 90 266 486405 532454 148791 21272 4584
Data format:
Att : attention level measured by neurosky algorithm Raw : unfiltered EEG brainwave signal
Delta : signal delta EEG brainwave Theta : signal theta EEG brainwave
Alpha : signal alpha EEG brainwave Beta : signal beta EEG brainwave
Gamma : signal gamma EEG brainwave

In the final stage, the data in this study will be evaluated and tested based on a confusion matrix as a
test method that will produce system accuracy, focus comparisons when using different devices, and
comparisons of the CNN method without preprocessing and using SMA preprocessing. To observe what
signals, need to be taken to observe student focus, Figure 2 is the condition of a person with a signal recording
range from O to 40 Hz. Based on Table 2, it can be seen that the characteristics of the data tested in this study
where the data will be parsed according to their respective dimensions, some of which symbolize the SMA
index, which represent the brain waves that have been divided according to the EEG power band standard,
namely four types of alpha beta delta waves and a scale property attention results from device manufacturers
and they will be compared with self-assessment scales made by participants on the training dataset.
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Table 2. Characteristics of EEG brain waves [33]

Brain wave Frequency range (Hz) Occurrence
Delta 0-4 Condition sleep
Theta 4-8 Condition going to sleep
Alpha 8-13 Condition relax, calm, thinking
Beta 15-40 Condition focus, alert, mental work, anxiety including

2.2. Preprocessing EEG

In the initial step, the dataset that will be used as training data will be normalized. Figure 3 is the
histogram of the dataset that will be used as system training data. Figure 3 is a histogram of the brainwave
dataset that will be used as training data, where Figure 3(a) shows the results of the attention level data
recording, Figure 3(b) shows the raw data from the brainwave recording while Figures 3(c)-(f) shows the
recorded signal to be observed for the training data.
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Figure 3. Histogram of features dataset (a) attention level, (b) dataset raw data, (c) delta signal, (d) theta
signal, (e) alpha signal, and (f) beta signal

The initial and most crucial part of this research is retrieving data from brain waves and ensuring that
the data taken is ready to be analyzed and included in the classifier. In this process, the normalization process
will be implemented using the z-score method with the following formula [34].

X-X
Z= So (1)
After normalizing the data, there will be some standardized data using the z-score calculation, and
Figure 4 is the histogram of the normalized data using the z-score calculation. Data normalization is making
several variables have the same range of values, none of which are too large or too small, to make statistical
analysis more straightforward. The normalization method used in this study is the z-score, the standard score.
The essence of this technique is to transform data from values to a broad scale where the mean is zero, and the
standard deviation is one. The results of normalization are shown in Figure 4, where Figure 4(a) shows the
histogram of normalized attention level results, Figure 4(b) shows the results of normalization of raw data, and
Figures 4(c)-(f) shows the results of normalizing the EEG signal.
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Figure 4. Histogram of data (a) attention level after normalization, (b) raw data after normalization, (c) delta
signal after normalization, (d) theta signal after normalization, (e) alpha signal after normalization, and
(f) beta signal after normalization

After the normalization process is carried out using the z-score method. The results of brain wave
normalization will be processed using the SMA method to detect outline data so that the data obtained avoids
overfitting. The following is the formula used for preprocessing using the SMA method [33].

SMA = ¥i ! |x(i+1) — x| 2

Before entering the machine learning process, the normalized data must first have a threshold so that
noise does not occur during machine learning processing. This method will later adjust the characteristics of
the data with machine learning methods and the characteristics of the single band EEG tool used in this study.
The determination of the threshold or threshold in this study uses the following equation.

EEGThreshold () = AVG(SMAsy)) + STD (SMAS,) ®3)

In calculating the threshold using the formula above, the researcher will determine the threshold for
brain wave data permitted to be processed using the CNN method. The threshold results from this calculation
are illustrated in Figures 5(a) and 5(b) with the threshold used as a natural evaluator to compare individuals
and populations. Figure 5(a) shows the recorded brain waves divided using the SMA scale to produce groups
above and below the threshold, while Figure 5(b) shows the allowable threshold using the SMA scale. The use
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of the SMA method in this study aims to standardize the signals obtained to improve the accuracy of the
test results.

Normal Data Threshold Result
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Figure 5. Example of the frequency of brain wave recordings (a) normal data before the threshold process
and (b) results threshold using the SMA method

2.3. EEG classification with CNN

CNN is a method derived from the development of the multilayer perceptron (MLP) for processing
two-dimensional data [35]. Figure 6 is a design for applying the CNN method to classify recorded brainwave
signals as focused or out of focus. CNN is a method that was first developed under the name NeoCognitron by
a Japanese researcher named Kunihiko Fukushima [36]. The concept developed by Kunihiko Fukushima was
later developed by a researcher from the USA on behalf of LeCun. LeCun succeeded in developing CNN's
initial model under the name LeNet in research that discussed number and handwriting recognition. The
application of the CNN method is getting more and more popular, thanks to the fact that in 2012 Alex
Krizhevsky won the ImageNet large scale visual recognition challenge 2012 competition using the CNN
method. This further proves the CNN method as the best object classification method in the image, after
outperforming other machine learning methods such as SVM [37].

Qutput Layer
Input Layer

Hidden Layer

Figure 6. CNN architecture method

2.4. Testing scenario

In this study, testing the proposed method will be carried out on 20 participants. Each participant will
be given approximately 10 minutes to watch learning videos related to the introduction of algorithms and
programming. In these 10 minutes, the recording duration will only be 5 minutes to reduce data errors at the
test's beginning and end. This test will be carried out on each participant using three different devices: a curve
screen, a flat screen and a smartphone. In addition to assessing the recorded brain waves, this study will also
conduct a self-assessment based on standardized questions with psychological standards. The purpose of this
self-assessment is that later there will be two sides to the measurement, which will result in the test results
being accountable. Figure 7 is testing documentation when students carry out the online learning process using
different types of screens, where Figure 7(a) shows the user using a curve screen, Figure 7(b) using a flat
screen, and Figure 7(c) using a smartphone screen.

Figure 7(a) is the process of recording student brain waves during online learning using a curve screen,
and you can see the student's head using the tool used to record brain waves. Figure 7(b) shows the process of
recording brain waves using a flat screen and Figure 7(c) shows the process of recording brain waves when
students use smartphones. The brain recordings from different screens will later be compared to produce which
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device produces the highest focus when used as a learning medium. Not only comparing, but this study also
uses the CNN method to classify attention from brain wave recordings and compares it with the accuracy of
the application of the CNN+SAM method when classifying participants' attention levels.

(b)

Figure 7. Brainwave testing and data collection with (a) curve screen, (b) flat screen, and (c) smartphone
screen

3. RESULTS AND DISCUSSION
3.1. Testing with different screen scenario

In this study, each participant listened to a lecture on the introduction of algorithms and programming.
Each lecture session in this study was conducted for approximately 10 minutes for each module. Each
participant was given a different screen for each module to become a random variable in this study. In this test
with a duration of 10 minutes, brain wave recording will start from the 5™ minute to the 10" minute. This was
done to minimize the imperfection of the data because the participants in the first minute currently adapting to
the use of the tool. Following the test scenario described, the total number of participants used is 20. Table 3
is a sample of test data that displays the results of 10 participants' brain recordings with different screen types
like curved, flat, and smartphone screens. The average results of each difference in screen size used in this
study will be presented in Table 4.

Table 3 shows the results of recording user brain waves while watching learning videos with different
types of screens: curve, flat, and smartphone, which were observed by recording brain waves and giving a
questionnaire in the form of a self-assessment to validate the results of brain wave recording. If you look at it
broadly, it may be obscure that the difference in the level of attention of different devices is obvious. To see
the effect of the differences in each screen used is presented in Table 4.

Table 4 shows the average user attention level results when using the curve, flat, and smartphone
screens. The average value attention level for curved screens is 71, flat screens are 68, and smartphone screens
are 65. The results of this attention level are also supported by the results of the self-assessment questionnaire,
which is directly proportional to the average attention level results. In general, the results of this test show that
the average level of attention when users use curved screen devices is significantly more than flat screens and
smartphones. This result is because the large and curved screen makes the user comfortable watching the
lessons given it will indirectly increase the user's level of attention.

Table 3. Sample test results with different screen types

Sample Attention Self-assessment
User Screen type Rawdata  Alphawave Betawave Deltawave level of attention
001 Curved 612 11804 74577 12935 75 1
002 Flat 534 22302 28650 12046 75 0
003 Smartphone 33 25023 18700 32025 60 1
004 Flat 650 30609 21250 14027 70 1
005 Flat 507 44000 16500 21250 70 0
006 Flat -43 57625 17700 23090 76 1
007 Curved 465 33000 51250 24270 78 1
008 Curved 272 17890 72000 13210 80 1
009 Smartphone 80 24020 48730 32025 73 1
010 Smartphone 12 24021 38650 31020 72 1

Table 4. Average test results with different screen types
Number of Screen type Average Average Average Average Average Self-assessment
sample user raw data alpha wave beta wave delta wave attention level of attention
20 Curved 75.56 41383.25 24319.39 605787.35 71 18
20 Flat 73.12 38112.12 23452.78 60782.45 68 16
20 Smartphone 73.06 34235.67 18456.81 61973.65 65 14
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3.2. Comparison of CNN classification and CNN+SMA thresholding

In the experiment, the CNN classifier and the CNN classifier combined with the SMA were developed
to predict the study's degree of engagement between subjects from brain wave data. The results of predictions
and experiments that have been carried out will be compared with the results of each student's self-assessment
to find out whether the predictions made by the classifier are correct, and then statistical calculations are carried
out, which are used to measure the effectiveness of the model in measuring the level of student involvement.
Table 5 is the result of testing the application of the SMA method as preprocessing to classify the level of
student engagement when doing online learning.

Table 4 shows the SMA method combined with the CNN method to classify whether the user is
focused when given video learning material. Based on tests involving 20 users, it was found that the prediction
results given by the system by reading brain waves using the CNN method were smaller than the combination
of the CNN and SMA methods. The prediction results from a system that combines the CNN and SMA methods
have a smaller prediction error than the CNN method, as evidenced by the answers from the user's direct self-
assessment. Based on system testing, it was found that using the CNN method combined with SMA at the
preprocessing stage has a higher accuracy value than relying solely on the CNN method, where combining
these methods can provide an increase of 8.33%.

Table 5. Comparison of CNN and CNN + SMA method
Prediction of attention ~ Prediction attention level ~CNN accuracy CNN + SMA

No Screen type level with CNN with CNN + SMA (%) accuracy (%)
True False True False
1 Curved 17 3 18 2 85 90
2 Flat 14 6 17 3 70 85
3 Smartphone 15 5 16 4 75 80
Average Accuracy 76.67 85

4. CONCLUSION

Based on the study results, adding a SMA as a thresholding method at the preprocessing stage in the
development of an engagement detection system in online learning increased the classifier's performance by
8.33%. The results of experiments conducted in this study indicate a correlation between the addition of the
SMA index with the addition of the level of attention with a proprietary algorithm produced by Neurosky as a
device manufacturer. These results indicate that the potential of the SMA method to be developed as a
parameter to calculate brain wave relaxation is work that needs to be explored in further research. In addition,
using a curve screen produces a higher attention level value than using flat screens and smartphones in the
implementation of distance learning. Education providers can consider it one of the concerns to improve the
quality of student learning.
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In this study, a new method was developed 1o detect student involvement in
the online leaming process. This method is based on CNN as a classilier with
an emphasis on the preprocessing process combined with a new feature in the
form of Signal Magnitude Area (SMA) thresholding. In this study, the data
nsed as training data is a public dataset that emphasizes the decomposition of
EEG signals into individual signal processing. Twenty subjects were taken to
be used as test data, with each subject watching online learning lectures in the
field of computer science on three different devices. either with a flat screen,
a curved screen or a smartphone screen that is smaller than two standard
computer monitors. Based on the study's results it is known that the change
in screen size is inversely proportional to the level of siudent attention, the
smaller the screen, the lower the student's attention. For classification results,
the model equipped with Signal Magnitude Area Thresholding outperformed
the standard classifier by 8 33% with a test set of 20 people.
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1. INTRODUCTION

In the face of the COVID-19 pandemic, a series of government regulations were issued to mitigate
the impact of this virus in the daily lives of the Indonesian people. Minister of Education Decree No. 4 of 2020
states directives that make online leaming mandatory for schools and tertiary institutions innd()ncsia [1]. This
considerable change in teaching and learning paradigm raises questions in academia. Although research
discussing the effectiveness of (u'ne learning has been implemented before [2].[3]. but on a large scale like
this it hasn't been done much [4], not only in terms of education but also many preliminary studies conducted
in the health sector, especially in the field of eye health [5] and ergonomics [6],[7]. Given that online learning,
which is the primary way of teaching and learning during this pandemic, requires a very large screen time
compared to normal conditions, the diverse profiles of Indonesian students make the tools used in carrying out
this process an interesting variable to study. A similar study has been conducted. but the scope is in the work
environment and was carried out in Korea [R]. In several fatigue studies that are mostly done in the world of
transportation [9]-[14] on screen time in education has not become a research problem that many people do
[15]. However, in several previous studies have indeed been implemented on human-computer interaction, the
application of brain waves has not become a standard parameter to be used as an aspect of assessing the
conditions that oceur, although in {leral studies the brain wave parameters show a more stable and objective
value and can be tested by accurate than other biological parameters. [16]-[18]. Brain waves are atest parameter
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that is often used in defense-based research [19], [20], research in the branch of advertising science as well as
research in the branch of psychology [21]-[25]. This swudy utilizes what has been done previously by
researchers at Carnegie Mellon University which has provided ta set that measures the level of engagement
and student focus on an online learning activity | 26]. However, in this study . no good data cleaning was carried
out, and no statistical tests were carried out on the data before transforming it into a process tensor in the
classifier. In this study. each research subject will be compared with all available data to make this research
more objective with the introduction of a thresholding system based on the Signal Magnitude Arca Method
(SMA) so that the classifier obtained in the end will be more sensitive to local overfitting than the classifier,
which does not use a thresholding system which is strengthened by data from previous studies with almost
similar experiments [27]. In addition l(nreasuring the effectiveness of using Signal Magnitude Area Method
EBMA), this study will also compare the effectiveness of using different screen sizes in online leaming.
Research related to the effectiveness of screen size in learning has been done [28]-[30]. However, in this case
the researcher will use brain wave parameters and self-assessment to determine the participant's level of focus
when using the three different screen sizes.

2. ENETHOD
2.1. Research Design

In this study, the author focuses on the effect of scieen size on the level of attention and understanding
of students in distance learning. In this research design, si classification uses a combination of Signal
Magnitude Area (SMA) which has been modified by combining it with the Convolutional Neural Network
(CNN) elassifier with multiple input variables. Figure 1 shows the location of the sensors that can be observed
in brainwave data retrieval. The data retrieval results using these sensors will be processed to obtain brainwave
signals afTecting student focus. In general, this experiment is divided into 4 major phases, namely preprocessing
data, converting data into SMA-scale data, then converting the data into tensors for processing on the CNN
network, and the last stage is classification using a multivariable CNN classifier using deep leaming methods.
Preprocessing is the stage where the data is cleaned of artifacts and noise using the z-score averaging method
to be processed in the next phase. Then the next step is to process the data into a snml magnitude scale by
taking the median of cach data and comparing it with a data point. The next step is the data is prepared to be
entered into a CNN-based artificial neural network after the conversion is complete then the data is forwarded
to a CNN-based classifier that has been trained previously by public data that focuses on student engagement
and focuses attention on the content presented on a digital screen [26].

Front

4=

[, Fpp—
=]
-

Back

Figure 1. Point of Brainwave Location [31]

In the next process, the classifier will classify the participants into the not-engagement class and the focused
(engaged) class. In the final process, the model will be tested with a parameter matrix which includes classical
methods such as sensitivity accuracy , which will be combined with anoutputcomparison where the predictions
of a system will be cm@'&d with the original specifications and later, the general system performance will be
evaluated according to the data in the matrix. Figure 2 shows the steps for classifying a person's attention level
using this experiment
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Figure 2. System Overview

Figure 2 shows the steps in proving the method offered, the first step in this research is to collect brain
wave data. This data can be obtained from an EEG tool that can record the participants' brain waves and then
be normalized using z-score normalization. To remove the noise from the brainwave data, a denoising process
was carried out using the SMA method to obtain the allowable data value for analysis. This research focuses
on the preprocessing process, which needs to be addressed in previous research and also uses public data tested
by previous rescarchers [32], not using private data whose data validity may be doubted. The normalized data
is collected in a feature matrix, and the matrix is transformed into data that matches the CNN features o be
used. The data will later be tested using a modified model using public data. This model recognizes two states,
namely a state of comfort and a state of discomfort. The class will predict one of the two outputs to be used as
a reference in evaluating the performance model. Table 1 is an example of the results of recording brain waves
using EEG. From the results of these recordings. the system can record several attributes of the brain waves in
the form of attention level, raw data, delta, theta, alpha, beta and gamma signals.

Table 1. Sample of Brainwave Data

No An Raw Delta Theta Alpha Beta Gamma
I 77 612 1168234 16350 17671 31863 5030
& 61 650 1000755 284199 106613 137788 44498
3 al 555 1000755 284199 106613 137738 44498
4 69 359 1397841 83854 13089 30550 12335
5 69 42 1397841 83854 13089 39550 12335
& 70 6 220810 42100 10811 6305 10355
7 81 i3 882279 446036 200258 19463 12986
8 81 213 BR2279 446036 200258 19463 12986
9 48 222 538825 90035 248874 10521 208
10 B8 -43 53RE25 90035 248874 10521 5208
2 90 260 4864035 532454 148791 21272 4584

Data Format:

Att  : Attention Level Measured by Neurosky Algorithm

Raw : Unfiltered EEG Brainwave Signal

Delta : 5ignal Delta EEG Brainwave

Theta : Signal Theta EEG Brainwave

Alpha : Signal Alpha EEG Brainwave

Beta :Signal Beta EEG Brainwave

Gamma: Signal Gamma EEG Brainwave
In the final stage, the data in this study will be evaluated and tested based on a confusion matrix as atest method
that will produce system accuracy, focus comparisons when using different devices, and comparisons of the
CNN method without preprocessing and using SMA preprocessing. To observe what signals need to be taken
to observe student focus, ﬁgul is the condition of a person with a signal recording range from 0 to 40 Hz.
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Table 2. Characteristics of EEG Brain Waves [33]

Brain wave Frequency range Occurrence

Delta 0-4Hz Condition sleep

Theta 4-8 Hz Condition going to sleep

Alpha 813 Hz Condition Relax, calm, thinking
Beta 15-40 Hz Condition Focus, alert, mental

work, anxiety including

Based on table 2, it can be seen that the characteristics of the data tested in this study where the data will be
parsed according to their respective dimensions, some of which symbolize the SMA index, which represent
the brain waves that have been divided according to the EEG power band standard. namely four types of alpha
beta delta waves and a scale Property attention results from device manufacturers and they will be compared
with self-assessment scales made by participants on the training dataset.

2.2, Preprocessing EEG

In the initial step. the dataset that will be used as training data will be normalized, figure 3 below is
the histogram of the dataset that will be used as system training data. Fnre 3 is a histogram of the bramwave
dataset that will be used as training data, where Figure 3 (a) shows the results of the attention level data
recording, figure 3 (b) shows the raw data from the brainwave recording while figures 3 (¢) to 3 (f) shows the
recorded signal to be observed for the training data.
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Figure 3. Histogram of features dataset (a) attention level, (b) dataset raw data, (c) delta signal, (d) theta
signal, (c) alpha signal and (f) beta signal

The initial and most crucial part of this research is retrieving data from brain waves and ensuring that (88 data
taken is ready to be analyzed and included in the classifier. In this process, the normalization process will be
implemented using the z-score method with the following formula [34].

X=X

SOy

After normalizing the data, there will be some standardized data using the z-score calculationf@ind figure 4 is
the histogram of the normalized data using the z-score calculation. Data normalization is making several
variables have the same range of values, none of which are too large or too small, to make statistical analysis
more straightforward. The normalization method used in this study is the m:m'c. the standard score. The
essence of this technique is to transform data from vum; to a broad scale where the mean is zero, and the
standard deviation 1s one. The results of normalization are shown mn figure 4 below, where figure 4 (a) shows
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the histogram of normalized attention level results, figure 4 (b) shows the results of normalization of raw data,
and 4 (¢) o 4 () shows the results of normalizing the EEG signal.

i , e - Soe 1755 S

Figure 4. Histogram of data (a) attention level after normalization. (b) raw data after normalization. (¢) delta
signal after normalization, (d) theta signal after normalization, (e) alpha signal after normalization and
(f) beta signal after normalization

Afterthe normalization process is carried out using the z-score method. The results of brain wave normalization
will be processed using the SMA method to detect outline data so that the data obtained avoids overfitting. The
following is the formula used for preprocessing using the SMA method [33].

— Y-t ;
SMA = Y5 |x(|'+ﬂ =X (2)
Before entering the machine learning process, the normalized data must first have a threshold so that noise
does not occur during machine learning processing. This method will later adjust the characteristics of the lil
with machine learning methods and the characteristics of the single band EEG tool used in this study. The
determination of the threshold or threshold in this study uses the following equation.

EEGThreshold ) = AVG(SMAs(y) + STD(SMASy)) (3)
In calculating the threshold using the formula above, the researcher will determine the threshold for brain wave

data permitted to be prncnet'.d using the CNN method. The threshold results from this caleulation are illustrated
in figures 5 (a) and 5 (b) with the threshold used as a natural evaluator to compare individuals and populations.

Threshold Result

| S V| -
NSV
(il;. d - | (b’;

EFigure 5. (a) Example a normal data before tresheld process and (b) results treshold with SMA method
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Figure § (a) shows the recorded brain waves divided using the SMA scale to produce groups above and below
the threshold, while figure 5 (b) shows the allowable threshold using the SMA scale. The use of the SMA
method in this study aims to standardize the signals obtained to improve the accuracy of the test results.

23. EEG Classification with CNN

Convolutional Neural Network (CNN) is a method derived from the development of the Multilayer
Perceptron (MLP) for processing two-dimensional data [35]. Figure 6is a design forapplying the CNN method
1o classify recorded brainwave signals as focused or out of focus.

f’O\\
0 %g:(;w = Focus
. = X
"~ ;E{?(:)%;,/’
*~4q(::y9’

"= Not Focus

0

Input Layer

OQutput Layer

Hidden Layer

Figure 6. CNN Architecture Method

17

CNN is a method that was first gfﬁloped under the name NeoCognitron by a Japanese researcher named
Kunihiko Fukushima [36]. The conceptdeveloped by Kunihiko Fukushima was later developed by a researcher
from the USA on behalf of LeCun. LeCun succeeded in developing CNN's initial model under the name LeNet
in research that discussed number and handwrﬂ; recognition. The application of the CNN method is getting
more and more popular, thanks to the fact that in 2012 Alex Krizhevsky won the ImageNet Large Scale Visual
Recognition Challenge 2012 competition using the CNN method. This further proves the CNN method as the
best object classification method in the image, after outperforming other machine learning methods such as
SVM [37].

24. Testing Scenario

In this study, testing the proposed method will be carried out on 20 participants. Each participant will
be given approximately 10 minutes to watch learning videos related to the introduction of algorithms and
programming. In these 10 minutes, the recording duration will only be 5 minutes to reduce data errors at the
test's beginning and end. This test will be carried out on each participant using three different devices: a curve
screen, 4 flat sereen and a smartphone. In addition to assessing the recorded brain waves, this study will also
conduct a self-assessment based on standardized questions with psycholegical standards. The purpose of this
self-assessment is that later there will be two sides to the measwrement, which will result in the test results
being accountable. Figure 7 is testing documentation when students carry out the online learning process using
different types of screens, where figure 7 (a) shows the user using a curve screen, 7 (b) using a flat screen, and
7 (c) using a smartphone screen.

(b (c)

Figure 7. Brainwave testing and data collection with (a) curve screen, (b) flat screen and (¢) smartphone
screen
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Figure 7 (a) is the process of recording student brain waves during online learning using a curve screen, and
you can sce the student's head using the tool used to record brain waves. Figure 7 (b) shows the process of
recording brain waves using a flat screen, and figure 7 (c) shows the process of recording brain waves when
students use smartphones. The brain recordings from different screens will later be compared to produce which
device produces the highest focus when used as a learning medium. Not only comparing, but this study also
uses the CNN method to classify attention from brain wave recordings and compares it with the accuracy of
the application of the CNN + SAM mcthod when classifying participants' attention levels.

3. RESULTS AND DISCUSSION
3.1. Testing with Different Screen Scenario

In thisstudy, each participant listened to a lecture on the introduction of algorithms and programming.
Each lecture session in this study was conducted for approximately 10 minutes for each module. Each
participant was given a different screen for each module to become a random variable in this study. In this test
with a duration of 10 minutes, brain wave recording will start from the 5th minute to the 10th minute. This was
done to minimize the imperfection of the data because the participants in the first minute currently adapting to
the use of the tool. Following the test scenario described, the total number of participants used is 20. Table 3
is a sample of test data that displays the results of 10 participants' brain recordings with different screen types
like curved, flat, and smartphone screens. The average results of each difference in screen size used in this
study will be presented in table 4.

Table 3. Sample Test Results with Different Screen Types

Sample Alpha Delta Attention Self-Assessment
L'e:epr Sereen Type D V\'Sve Beta Wave Wave Level of Atlention
001 Curved 612 11804 74577 12035 75 1
002 Flat 334 22302 2RA6S0 12046 75 0
003 Smartphone 33 25023 18700 3025 (] 1
004 Flat b0 30609 21250 14027 70 1
005 Flat 507 44000 16500 21250 70 0
06 Flat -43 57625 17700 23090 76 1
007 Curved 465 33000 51250 24270 78 1
008 Curved 272 17890 72000 13210 80 1
009 Smartphone 80 24020 48730 32025 73 1
010 Smartphone 12 24021 38650 31020 72 1

Table 3 shows the results of recording user brain waves while watching learning videos with different types of
screens: curve, flat, and smartphone, which were observed by recording brain waves and giving a questionnaire
in the form of a self-assessment to validate the results of brain wave recording. If you look at it broadly, it may
be obscure that the difference in the level of attention of different devices is obvious. To see the effect of the
differences in each screen used is presented in table 4 below.

Table 4. Average Test Results with Different Screen Types

Number of Average Average Averaze Average Average Self.A ssessment
Sample Screen Type Raw Dﬁm Alpha Bém ste Delta Attention of- A;e:{hilm !
User Wave ) Wave Level
20 Curved 75.56 4138325 2431939 605787.35 71 18
20 Flat 73.12 811212 2345278 6078245 68 16
20 Smartphone 73.06 3423567 1845681 61973.65 63 14

Table 4 shows the average user attention level results when using the curve, flat, and smartphone screens. The
average value attention level for curved screens is 71, flat screens are 68, and smartphone screens are 65. The
results of this attention level are also supported by the results of the sem\'sessmenl questionnaire, which is
directly proportional to the average attention level results. In general, the results of this test show that the
average level of attention when users use curved screen devices is significantly more than flat screens and
smartphones. This result is because the large and curved screen makes the user comfortable watching the
lessons given it will indirectly increase the user's level of attention.
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32. Comparison of CNN Classification and CNN + SMA Thresholding

In the experiment, the CNN classifier and the CNN classifier combined with the SMA were developed
to predict the study's degree of engagement between subjects from brain wave data. The results of predictions
and experiments that have been carried out will be compared with the results of each student's self-assessment
to find out whether the predictions made by the classifier are correct, and then statistical calculations are carried
out, which are used to measure the effectiveness of the model in measuring the level of student involvement.
Table 5 is the result of testing the application of the SMA method as preprocessing to classify the level of
student engagement when doing online learning.

Table 5. Comparison of CNN and CNN + SMA Method

Predictionof Attention Prediction Attention CNN CNN + SMA
No Scrcen Type Level with CNN Level with CNN + SMA  Accuracy (%) Accuracy (%)
True False True False
1 Curved 17 3 18 2 85 90
1 Flat 14 4] 17 3 L ]
3 Smartphone 15 5 16 4 75 80
Average Accuracy 7667 85

Table 4 shows the SMA method combined with the CNN method to classify whether the user is focused when
given video learning material. Based on tests involving 20 users, it was found that the prediction results given
by the system by reading brain waves using the CNN method were smaller than the combination of the CNN
and SMA methods. The prediction results from a system that combines the CNN and SMA methods have a
smaller prediction error than the CNN method. as evidenced by the answers from the user's direct self-
assessment. Based on system testing, it was found that using the CNN method combined with SMA at the
preprocessing stage has a higher accuracy value than relying solely on the CNN method, where combining
these methods can provide an increase of 8.33%.

4. CONCLUSION

Based on the study results, adding a Signal Magnitude Area (SMA) as a thresholding method at the
preprocessing stage in the devel()pt of an engagement detection system in online learning increased the
classifier's performance by 8.33%. The results of experiments conducted in this study indicate a corrclation
between the addition of the SMA index with the addition of the level of attention with a proprietary algorithm
produced by Neurosky as a device manufacturer. These results indicate that the potential of the SMA method
to be developed as a parameter to calculate brain wave relaxation is work that needs to be explored in further
research. In addition, using a curve screen produces a higher attention level value than using flat screens and
smartphones in the implementation of distance learning. Education providers can consider it one of the
concerns Lo improve the quality of student learning.
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